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Definitions	and	Research	Highlights

• BI	Factor:	qualitative	evidence	that	influences	market	reactions	on	a	
company
• Represented	as	a	textual	sentence	extracted	from	online	news

• BizPro:	An	intelligent	system	that	we	developed	to	extract	and	categorize	BI	
factors	from	textual	news
• We	examined	the	system’s	capability	in	profiling	four	IT	companies’	BI	
factors.
• Statistical	Classification

• Naïve	Bayes
• Logistic	Regression
• SVM
• OneR

• We	discuss	implications	for	BI	analysis	and	data	mining	
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Related	Work

• Qualitative	information	was	found	useful	in	improving	understanding	of	
accounting	information
• Various	textual	clues	have	been	studied	for	market	prediction	and	fraud	
detection
• Stock	price	prediction,	market	sentiment	analysis,	earning	announcement	analysis,	
news	content	analysis

• Financial	fraud	detection,	bankruptcy	prediction,	deception	detection
• Text	categorization	and	feature	selection

• Data	mining	(NB,	LR,	SVM,	NN,	etc.),	computational	linguistics	(NMF,	LDA,	etc.)
• Feature	combination	and	heuristics	for	feature	selection

• Scarce	work	is	found	on	analyzing	company	BI	factors;	the	approaches	may	
not	consider	different	BI	classes	in	textual	documents
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Proposed	System:	BizPro

• BizPro:	an	intelligent	system	that	automatically	extracts	and	
categorizes	company	BI	factors	from	news	articles
• Input:	BI	category	profile;	training	documents	pre-categorized	into	BI	
categories;	testing	documents	(document	=	key	sentence	of	company	news)
• Output:	Categorization	of	testing	documents	into	BI	categories

• BizPro incorporates	domain	knowledge	of	BI	analysis,	BI	factor	
identification	heuristics,	and	BI	categories	developed	based	on	
literature	review	and	expert	guidance.	
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System	Components	
of	BizPro
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BI	Category

Document	Indexer
• Extracting	keywords
• Removing	stop	words
• Sentence	extraction
• Document	indexing

BI	Factor	Extractor
•Modeling	of	BI	factors
• Term	importance	computation
• Risk	term	selection

BI	Factor	Categorizer
• Automatic	BI	profiling
• One-R,	Naïve	Bayes
• Logistic	regression,	SVM
• BI	factor	evaluation

Input

Expert	Guidance

Stop-Word	List

News	Articles

Human	Raters

Operations	Mgmt.

Strategic	Management

Econ.	/	Environmt.	Ftr.

Technological	Change

Legal	Issue

Category-Specific	
BI	Terms

BI	Profile
BI	Profile

BI	Profile
BI	Profile



Research	Questions

• How	can	an	intelligent	system	be	developed	to	model	and	extract	
different	classes	of	BI	factors	from	company	news	articles?	
• What	is	the	performance	of	our	proposed	system,	BizPro,	in	
comparison	with	a	benchmark	algorithm	in	BI	factor	categorization?	
• When	used	in	categorizing	company-specific	BI	factors,	what	are	the	
performances	of	the	automatic	categorization	techniques	used	in	
BizPro?	
• How	does	BizPro’s use	of	textual	features	extracted	from	company-
specific	news	articles	contribute	to	predicting	risk	categories?	
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BI	Categories	and	Expert	Verification

• Developed	based	on	literature	research,	industry	standards,	and	
government	sources
1. Operations	management
2. Economic	/	environment	factor
3. Strategic	management
4. Technological	change
5. Legal	issue

• Expert	verification	by	a	senior	VP	(with	a	PhD	in	business	and	7+	yrs
experience)	in	risk	mgmt of	a	brokerage	firm
• Examined	the	BI	categorization	and	provided	comments	that	were	used	in	
developing	systems	requirements	and	functionality
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Case	Study:	Profiling	BI	Factors	of	IT	
Companies	from	News
• Dataset
• 6859	sentences	extracted	from	231	news	articles	about	4	technology	
companies
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Sample	News	Headlines
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Top	Keywords
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Text	Classifiers

• Naïve	Bayes
• Finding	the	best	class	for	a	given	input	vector	x by	
maximizing	the	product	of	all	feature’s	probabilities	of	
belonging	to	the	class

• Logistic	Regression
• Predict	y	=	1	if
• Predict	y	=	0	if	

• Support	Vector	Machine
• Finding	best	weights	to	form	a	margin	to	classify	data	
points

• One-R	(benchmark)
• Choose	the	variable	with	the	smallest	predictive	error	
to	form	one	rule	for	classification
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ŷ � 0.5
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Performance	Metrics

• We	used	ten-fold	cross	validation	to	evaluate	the	techniques’	
performances
• We	tested	performance	of	classifying	the	first	5	statements	in	an	
article	by	the	first	m top-ranked	terms,	where	m increases	from	50	to	
790	with	20	as	each	increment
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Experimental	
Results

Precision Recall

F-measure AUC
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Comparison

• Naïve	Bayes	demonstrates	the	highest	classification	performance	in	
terms	of	precision,	recall,	and	F-measure.	
• NB	outperformed	SVM	and	LR	in	P/R/F,	while	LR	outperformed	SVM	
in	P/R/F.
• LR’s	performance	fluctuates	highly	with	the	number	of	features.
• LR	may	produce	higher	variance	than	Naïve	Bayes	when	training	size	is	limited,	
making	it	less	stable	in	performance.

• SVM’s	performance	is	adversely	affected	by	the	increasing	number	of	
features.
• Increasing	SVM	cost	parameter	values	dramatically	increases	its	performance

14



Discussion	and	Implication

• The	encouraging	results	indicate	a	high	potential	to	use	the	proposed	
framework	to	supplement	traditional	risk	assessment	methods.
• Managers	can	use	the	techniques	to	identify	and	categorize	BI	factors	
from	news	articles.
• Provides	strong	implication	for	intelligence	agencies	and	organizations	
that	need	to	handle	risk	factors	from	online	textual	data.
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Conclusion

• This	research	addressed	the	need	for	BI	profiling	and	categorization	
from	news	articles
• An	intelligent	system	call	BizPro was	developed	to	profile	and	
categorize	BI	factors	from	online	news	articles
• A	study	of	four	technology	companies	show	that	BizPro outperformed	
benchmark	technique	in	P,	R,	F,	and	AUC.
• Feature	selection,	BI	factor	classification,	and	document	indexing

• New	application	of	NB,	LR	algorithms	and	their	performance
• New	insights	on	SVM	algorithm	tuning
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Research	Opportunities

• Cyber	security	and	privacy
• Online	risk	assessment
• Prediction	of	threat
• Modeling	human	behavior	in	online	transaction

• Cyber	Intelligence	Lab	at	IST
• http://cyber.ist.ucf.edu/

• Text	classification	and	clustering
• Feature	selection
• Simulation	of	data	and	activities
• Development	of	classification	techniques

• Funding	available:	NSF,	DoD,	DHS,	DARPA,	…,	etc.
• PhD	in	Modeling	and	Simulation
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